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Abstract 

 
Phishing attacks have been a major threat to cyber security since they take advantage of human vulnerabilities 

rather than system setbacks, making them difficult to detect. Phishing attacks always involve fraudulent 

websites designed to mimic legitimate websites to steal sensitive information from victims. This research 

paper provides a comprehensive literature review to recommend future research. This review paper examines 

previous papers' application of machine learning (ML) algorithms to phishing detection, focusing on how ML 

can be used to turn phishing attack problems into classification tasks. This research compared the commonly 

used ML algorithms like Decision Trees (DT), Random Forest (RF), Support Vector Machines (SVM), Naïve 

Bayes (NB), k-means Clustering, and Artificial Neural Networks (ANN), these algorithms were compared 
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based on their performance, strengths, and weakness. Key findings reveal that SVM excels with high-

dimensional data, RF handles large datasets efficiently, and DT offers simplicity but struggles with complex 

features. Algorithm performance depends on data and feature selection. 

This presents the need to develop hybrid or ensemble models to improve detection accuracy and reliability 

and contribute to stronger cybersecurity frameworks. 

 
 

Keywords: Machine Learning; phishing attacks; literature review; algorithms, models. 
 

1 Introduction 
 

Securing the Network in an organization is a crucial issue that should be taken into consideration. One way to 

secure a network is to authorize individual accounts, which involves using usernames and passwords to prevent 

illegal access to a particular account (Faris et al., 2023). This authentication process is required to prevent 

unauthorized access to sensitive data. Despite a good and secure network, there are still situations where 

unauthorized people access sensitive data, and a common method used by these hackers is phishing attacks. 

Phishing attacks are the process where attackers create fake websites that imitate a legitimate website, this is 

done to get sensitive information from victims, and use the information for criminal purposes like illegal 

financial gain (Almousa et al., 2022). These attackers always send a Uniform Resource Locator (URL) link that 

looks authentic to the victims, asking them to update or confirm their information by clicking on it (Shantanu & 

Joshua, 2021). Phishing emails are often used to lure individuals to the compromised websites to request their 

personal information, such as details of their bank account, which the attacker will use to steal sensitive data that 

the victim of the attack has submitted (Guaña-Moya et al., 2022). Phishing attacks are always associated with 

spam emails, which may contain links that will redirect victims to phishing websites. Phishing attacks are 

difficult to detect, as the location of the server is always disguised and the URL of the phishing website always 

looks like a legitimate website, it is difficult for good security software to detect these websites because they 

don’t rely on the computer's malware infection (Azzani et al., 2024). 
 

Researchers have proposed a lot of work on detecting phishing attacks in the literature and commercial products. 

Fig. 1 shows the four main features that can be used in the detection of phishing attacks. One of the features is 

the URL-based feature, this feature works based on the URL. The URL which is a phishing link directs a victim 

to a specific page that is a duplicate of the original. The URL length, the count digit in the URL, and the correct 

spelling of the URL can all be used to distinguish a malicious URL from a legitimate URL. Another feature that 

can be used in the detection of phishing attacks is the domain-based feature. This feature works by identifying if 

a URL is a phishing URL or not based on the domain name. The third feature that can be used in the detection 

of phishing attacks is the page-based feature, which works by using the information from the pages to determine 

the reputation ranking services. The fourth feature is the content-based feature, which works based on the 

scanning process of the domain, the content-based feature scans the page title, hidden text, meta tags, body 

texts, and images in the page to determine whether the page requires the login process, the category of the page, 

and the user. 
 

 
 

Fig. 1. Features in phishing attack detection (Jupin et al., 2019) 
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The four highlighted features are commonly used to identify phishing attempts. However, the feature might not 

always identify phishing attempts effectively due to their individual limitations. Thus, selecting a feature should 

be based on the detection mechanism and carefully picked.  

 

Phishing detection is difficult because of the way attackers explore human vulnerabilities and not system errors. 

Phishing detection is classified as a classification problem, meaning that a suspected page needs to be labeled as 

legitimate or phishing. Thus, a good and reliable method is needed for detection.  The machine learning method 

has proven to be a good and reliable method for the detection of phishing attacks over the years, due to its 

ability to transform phishing attack problems into classification tasks. Machin learning is a subset of artificial 

intelligence (AI), and its goal is to allow computers to learn from historical data to make decisions based on 

patterns. Machine learning works by training an algorithm with the uses of the dataset with specific features. In 

the case of phishing detection, features from URL, domain, page, or content are being used to detect if a web 

page is legitimate or fake. This method is good for phishing attack detection since it converts the detection 

problem into a classification task. Many machine learning algorithms have been used in the detection of 

phishing attacks over the years, but the widely used algorithms currently are the Artificial Neural Network 

(ANN) algorithm, k-means clustering, Support Vector Machine (SVM), Naïve Bayes (NB), Decision Tree (DT), 

and Random Forest (RF) algorithm. These methods were chosen because of their performance and high 

accuracy in detecting phishing attacks. This research will evaluate and compare these algorithms to enhance 

phishing detection, by focusing on accuracy, efficiency, and feature optimization for improved cybersecurity. 

 

2 Literature Review  
 

Thakur et al. (2023) carried out a systematic literature review on the deep learning methods used in phishing 

detection, the research reviewed relevant papers to identify deep learning techniques, their effectiveness, 

strengths, and limitations. The study shows that deep learning-based algorithms like NNs and LSTMs are mostly 

used for phishing detection. The research highlighted strengths, limitations, and gaps, and proposed future 

research directions to improve detection accuracy. 

 

Do et al. (2022) conducted a systematic literature review on deep learning techniques for phishing detection. 

The research uses the systematic literature review approach to classify and analyze deep learning techniques 

using a proposed taxonomy; and empirical evaluation to assess performance and identify. the result shows that 

the research identified taxonomies of phishing detection and deep learning algorithms, analyzed advantages and 

disadvantages, and highlighted issues like manual parameter-tuning, long training times, and deficient detection 

accuracy. 

 

Adane & Beyene (2022) reviewed recent studies on the application of machine learning and deep learning-based 

techniques for detecting phishing attacks on websites. The result of the systematic literature review Identified 

research gaps, including imbalanced datasets, improper dataset sourcing, unjustified dataset splits, disputes on 

feature selection, lack of consensus on phishing website lifespans, small dataset definitions, and run-time issues. 

This provided a structured summary for future research guidelines. 

 

Wood et al. (2022) carried out a systematic literature review of anti-phishing defenses, with a focus on before-

the-click detection techniques and their application to phishing emails. The research reviewd 21 primary studies 

and 335 secondary studies. The result from the study shows the existing techniques, and their performance when 

used for phishing email detection, the study also suggested promising areas for future research. 

 

Saraswathi et al. (2023) Reviewed phishing detection techniques and proposed the use of algorithms like ANN, 

SVM, RF, and K-NN, trained and tested on publicly available datasets (e.g., UCI ML repository). The research 

further developed a framework for accurate phishing website detection and highlighted the use of ML 

algorithms to classify URLs effectively. 

 

3 Methodology  
 

The method that was adopted in this research involved a comprehensive review and comparative analysis of 

machine learning methods for phishing attack detection. The method follows a specific step which includes: 

 



 
 

 

 
Alhaji et al.; J. Adv. Math. Com. Sci., vol. 40, no. 1, pp. 26-44, 2025; Article no.JAMCS.128845 

 

 

 
29 

 

3.1 Literature survey 
 

We searched four different academic databases to collect journal papers and conference proceedings on the 

application of ML algorithms such as DT, RF, SVM, NB, k-means clustering, and ANN on phishing detection, 

focusing on key features such as URL, domain, and page. The academic databases that were considered in this 

research are Science Direct, Google Scholar, Scopus, and Web of Science.  

 

The search string that was used to search for the research papers from the academic databases were “phishing 

detection”, “URL classification”, Machine learning methods for phishing detection”, “decision tree approach for 

phishing detection”, “random forest approach for phishing detection”, “Support vector machine approach for 

phishing detection”, “Naïve bayes approach for phishing detection”, k-means clustering approach for phishing 

detection”, “artificial neural network approach for phishing detection”, and “strategies for selecting algorithm in 

machine learning”. 

 

3.2 Data retrieval  
 

After the first search, we retrieved 415 research papers from the databases. This was done by searching with the 

search words and also joining the search words using Boolean 'OR'. Table 1 shows the paper collection and 

screening process, from each database. We further streamlined the search to only computer science-related 

papers and papers that were published from 2018 to 2024. At this point, 184 papers remain, as 231 papers were 

removed. After the first screening, we went through the remaining 184 paper’s abstracts to screen out those 

papers that were not relevant to the research and those that did not meet the inclusion criteria of the research. 

After this second screening, we discovered that only 50 papers met the inclusion criteria and were relevant to the 

research, these papers further underwent a quality evaluation to achieve the aim of this research.  

 

Table 1. First search result 

 

 Science Direct Google Scholar Scopus Web of Science Total 

First search 145  168 46 56 415 

First screening 53 58 27 46 184 

Second screening 12 21 7 10 50 

 

3.3 Eligibility criteria  
 

Inclusion criteria: The inclusion criteria for selecting the research papers include journal papers and conference 

proceedings, that were published from 2018 to 2024. Papers written in the English language and papers related 

to the application of machine learning and deep learning on phishing detection were all included in the research. 

Additionally, in situations where we have papers with identical studies and outcomes, we chose the most recent 

paper. 

 

Exclusion criteria: Papers that were excluded in this research include papers that are written in other languages 

apart from the English language. Also, we excluded papers that are not related to phishing detection and papers 

whose contributions to the work are not explicitly stated in the abstract. 
 

3.4 Feature examination 
 

We Identified how each ML algorithm leverages features for phishing detection, such as URL length, domain 

reputation, page structure, and embedded content. 
 

3.5 Algorithm evaluation 
 

We collected phishing detection experimental results from existing studies, and compared their performances 

based on their accuracy, efficiency, computational complexity. 
  

3.6 Comparative analysis 
 

We created a table to compare the studied algorithms in terms of the strengths and weaknesses of the algorithms.  
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3.7 Recommendations 
 

We proposed areas for future research, including the development of ensemble models and adaptive frameworks 

for real-time phishing detection. 

 

By adopting this methodology, we ensure a detailed analysis of the selected ML models, providing insights into 

their effectiveness in the detection of phishing attacks. 

 

4 Results  
 

4.1 Machine learning-based method in classifying phishing attacks 
 

a. Decision Tree (DT) Algorithm 

 

The DT algorithm is a supervised classification machine learning algorithm. This machine-learning algorithm 

can be used to solve both regression and classification problems. The DT algorithms have two types which are 

the Iterative Dichotomiser 3 (ID3) and the C4.5 algorithms. The uses a “top-down” method to create an 

addiction tree, and has proven effective over the years. However, it has a lot of setbacks which can affect its 

application in real-life situations (Charbuty & Abdulazeez, 2021). The C4.5 on the other hand was developed to 

address the setbacks of the ID3 algorithm, and it has proven to be a better solution when using large and noisy 

data. The DT algorithm can be expressed mathematically by describing its key concepts which are entropy, 

information gain, and the recursive partitioning process to split the data: 

 
Entropy  

 
For a dataset 𝑆 with classes 𝑐1, 𝑐2, 𝑐3, . . . . , 𝑐𝑛, the entropy 𝐸(𝑆) is given by: 

 

𝐸(𝑆) = −∑ 𝑝𝑛
𝑖=1 (𝑐𝑖)log2(𝑝(𝑐𝑖))      …                                                                       (1) 

 
were  

 
𝑝(𝑐𝑖) = probability of class 𝑐𝑖 in 𝑆. 

 
Information gain (IG)  

 
The 𝐼𝐺(𝑆, 𝐴) when splitting an attribute 𝐴 is given by: 

 

𝐼𝐺(𝑆, 𝐴) = 𝐸(𝑆) − ∑
∣𝑆𝑣∣

∣𝑆∣𝑣∈values(𝐴) 𝐸(𝑆𝑣)    …                                                                                     (2) 

 
where: 

 
𝑆𝑣 = subset of 𝑆 for which attribute 𝐴 has value 𝑣, 
∣𝑆𝑣∣

∣𝑆∣
 = proportion of examples in 𝑆 with value 𝑣 for attribute 𝐴, 

𝐸(𝑆𝑣) = entropy of subset 𝑆𝑣. 

 
Recursive Splitting 

 
To build the tree, it selects the attribute 𝐴𝑗 with the highest IG: 

 
𝐴best = argmax

𝐴
𝐼𝐺(𝑆, 𝐴)      …                                                                                     (3) 

 
Then split 𝑆 based on 𝐴best, and recursively repeat for each subset 𝑆𝑣 until a stopping criterion is met. 
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Stopping Criterion 

 
Stop splitting when: 

 
𝐸(𝑆) = 0 or when other criteria are met (e.g., max depth)   …                                                           (4) 

 
Prediction Rule 

 
To classify a new instance 𝑥 in a trained DT, follow decision rules at each node based on attribute values 𝐴𝑖(𝑥) 
until reaching a leaf node that provides the prediction (Mitra & Padmanabhan, 2023). 

 
Ganesan, (2022) researched website-based phishing detection using the C4.5 algorithm, the dataset that was 

used in the research has about 300 websites. The result from their work the proposed algorithm was able to 

outperform other compared algorithms by achieving the highest accuracy of 90.8% when evaluated with the use 

of the confusion matrix.  On the other hand, Sankhyan et al. (2023) proposed a phishing detection method with 

the use of the ID3 algorithm. The research method used for the implementation has four main steps: data 

preparation, feature extraction, implementation, and evaluation.  

 
b. K-Means Clustering 

 
The k-means clustering algorithm is an unsupervised machine learning algorithm that works by partitioning data 

points into different clusters of similar data points. The k-meant algorithm is used to partition 𝑛 data points into 

𝑘  clusters, where each observation belongs to a cluster of the nearest mean (Sinaga & Yang, 2020). This 

algorithm's objective is to minimize the variance within each cluster by updating centroids iteratively. The 

algorithm can be represented mathematically as: 

 
I. Initialize k centroids, one for each cluster. 

II. Assignment Step: For each data point xi in the dataset, assign it to the nearest centroid μj. This 

assignment is based on minimizing the distance between xi and μj, typically using the Euclidean 

distance: 

 
𝑐𝑖 = argmin

𝑗
∥ 𝑥𝑖 − 𝜇𝑗 ∥

2  …                                                                                                                  (5) 

 
where: 

 
ci is the index of the centroid closest to xi. 

 
∥ 𝑥𝑖 − 𝜇𝑗 ∥

2 denotes the squared Euclidean distance between the point xi and centroid μj. 

 
III. Update Step: After assigning each point to a cluster, update each centroid μj as the mean of all points 

xi assigned to it: 

 

𝜇𝑗 =
1

∣𝐶𝑗∣
∑ 𝑥𝑖𝑥𝑖∈𝐶𝑗

    …                                                                                     (6) 

 
where: 

 
Cj is the set of points assigned to cluster j. 

∣Cj∣ is the number of points in cluster j. 

 
IV. Objective Function: The algorithm minimizes the sum of squared distances within each cluster. 

 

𝐽 = ∑ ∑ ∥𝑥𝑖∈𝐶𝑗
𝑘
𝑗=1 𝑥𝑖 − 𝜇𝑗 ∥

2 …                                                                                                   (7) 
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The K-means algorithm repeats the assignment and update steps until J converges. The K-means algorithm finds 

clusters by minimizing J iteratively, aiming to group data points so that they are as close as possible to their 

assigned centroid (Harris & de Amorim, 2022). 

 

 Al-Sabbagh et al. (2024) researched phishing detection using the kernel k-means clustering algorithm, which is 

an extension of the k-means algorithm. The research utilizes public dataset datasets of varying sizes (2000, 

7000, and 10,000 samples). The result from the experiment shows that the proposed method outperformed the 

compared method with the highest accuracy of 89.2% on the 2000-sample dataset. Another research that was 

carried out by Arab & Sohrabi (2017) applied the k-means clustering algorithm to phishing detection. However, 

the researchers proposed four different algorithms: k-means clustering, J48 decision tree, multilayer perceptron 

(MLP), and Naïve Bayes. From the experimental result, the k-means clustering outperformed all other compared 

algorithms, achieving a prediction accuracy of 99%. However, the MLP algorithm has a lower production time 

as compared to the k-means clustering algorithm. Saputra et al. (2018) proposed another work on phishing 

detection with the use of the k-means algorithm. The classification was processed 10-fold and the result 

shows  96.49% accuracy and a 3.51% error rate. 

 

c. Naïve Bayes (NB) 

 

The NB algorithm, which is also referred to as the Bayesian classifier, is a probabilistic classifier based on 

Bayes' theorem with the "naïve" assumption of conditional independence between the features. This ML 

algorithm is mostly used for sentiment analysis, text classification, and spam filtering because of its simplicity 

and efficiency (Nakhipova, et al., 2024). NB can be represented mathematically as:  

 

I. Bayes' Theorem: To determine the probability of a class 𝐶 given a feature vector 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑛). With 

the use of  Bayes' theorem, this probability (posterior probability) is given by: 

 

𝑃(𝐶 ∣ 𝑋) =
𝑃(𝑋∣𝐶)⋅𝑃(𝐶)

𝑃(𝑋)
   …                                                                                     (8) 

 

where: 

 

𝑃(𝐶 ∣ 𝑋) = posterior probability of class 𝐶 given features 𝑋. 

𝑃(𝑋 ∣ 𝐶) = likelihood of observing 𝑋 given class 𝐶. 

𝑃(𝐶) = prior probability of class 𝐶. 

𝑃(𝑋) = evidence or the total probability of observing 𝑋 across all classes. 

 

II. Naïve Bayes Classifier Assumptions 

 

Conditional Independence: The NB algorithm assumes that each feature 𝑥𝑖 is conditionally independent of every 

other feature 𝑥𝑗00 given the class 𝐶. This simplifies the likelihood calculation: 

 

𝑃(𝑋 ∣ 𝐶) = 𝑃(𝑥1 ∣ 𝐶) ⋅ 𝑃(𝑥2 ∣ 𝐶)⋯𝑃(𝑥𝑛 ∣ 𝐶) = ∏ 𝑃𝑛
𝑖=1 (𝑥𝑖 ∣ 𝐶) …                                          (9) 

 

Class Prediction: To classify a new instance, the NB algorithm assigns it to the class 𝐶 that maximizes the 

posterior probability 𝑃(𝐶 ∣ 𝑋). Since 𝑃(𝑋) is constant for all classes, it can be ignored in the maximization: 

 

�̂� = argmax
𝐶

𝑃(𝐶 ∣ 𝑋) = argmax
𝐶

(𝑃(𝐶)∏ 𝑃𝑛
𝑖=1 (𝑥𝑖 ∣ 𝐶))   …                                        (10) 

   

Summary of Naïve Bayes Mathematical Steps 

 

Compute the Prior Probability 𝑃(𝐶) for each class 𝐶: 

 

𝑃(𝐶) =
Number of instances in class 𝐶

Total number of instances
 …                                                                                                 (11) 

 

Compute the Likelihood 𝑃(𝑥𝑖 ∣ 𝐶) for each feature 𝑥𝑖 given class 𝐶: 
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This is typically estimated from the training data and varies based on the type of Naïve Bayes used (Gaussian, 

Multinomial, or Bernoulli). 

 
Compute the Posterior Probability 𝑃(𝐶 ∣ 𝑋) using Bayes' theorem: 

 
𝑃(𝐶 ∣ 𝑋) ∝ 𝑃(𝐶)∏ 𝑃𝑛

𝑖=1 (𝑥𝑖 ∣ 𝐶) …                                                                                                 (12) 

 

Prediction: Choose the class �̂� that maximizes the posterior probability: 

 

�̂� = argmax
𝐶

(𝑃(𝐶)∏ 𝑃𝑛
𝑖=1 (𝑥𝑖 ∣ 𝐶)) …                                                                                   (13) 

    
Example of Naïve Bayes Variants 

 
V. Gaussian Naïve Bayes: For continuous features, assuming a Gaussian distribution: 

 

𝑃(𝑥𝑖 ∣ 𝐶) =
1

√2𝜋𝜎𝐶
2
exp (−

(𝑥𝑖−𝜇𝐶)
2

2𝜎𝐶
2 ) …                                                                                                 (14) 

 
where 𝜇𝐶 and 𝜎𝐶 are the mean and standard deviation of the feature 𝑥𝑖 for class 𝐶. 

 
VI. Multinomial Naïve Bayes: For discrete features (e.g., word counts in text classification): 

 

𝑃(𝑥𝑖 ∣ 𝐶) =
Count of 𝑥𝑖 in class 𝐶+1

Total count of all features in class 𝐶+𝑉
 …                                                                                   (15) 

 
where 𝑉 is the vocabulary size  

 
VII. Bernoulli Naïve Bayes: For binary features: 

 

𝑃(𝑥𝑖 ∣ 𝐶) = {
𝑝𝑖,𝐶 if 𝑥𝑖 = 1,

1 − 𝑝𝑖,𝐶 if 𝑥𝑖 = 0
  …                                                                                   (16) 

 
where 𝑝𝑖,𝐶  is the probability of a feature 𝑥𝑖  appearing in class 𝐶 (Pajila et al., 2023). 

 
Krishna, (2021) carried out research on phishing detection in spam emails with the use of the NB classifier as 

the text classification method. The method used divided words into tokens that represent works used in non-

spam and spam emails. The NB was used to classify phishing web pages in the work, features such as URL, 

source, and images. The researchers used spam filtering techniques to protect mailboxes for spam mail the result 

shows an accuracy of more than 80%. Another work that was done by Singh (2019), proposed the use of NB to 

classify emails an legit or fake, the researchers used the intelligent water drop algorithm to perform the feature 

selection task, and the result from the experiment shows the ability of the NB In phishing detection, as the 

proposed model was able to achieve a high accuracy more than 80%.  

 
d. Random Forest (RF) Algorithm 

 
The RF algorithm is an ensemble of different decision trees for classification and regression purposes. The RF 

algorithm works by building multiple trees with the use of bootstrapped samples and aggregating the results 

(Team, 2023). The algorithm can be represented mathematically as shown below: 

 
Given a dataset (D) with samples (n) and features (m), Random Forest builds T decision trees, each trained on a 

random subset of the data. It uses Bagging and Random Feature Selection to build each tree, which helps reduce 

overfitting and improve model accuracy. 

 
The process involves the following steps: 
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I. Bootstrapping the Dataset 

 

Each tree t is trained on a bootstrap sample Dt of the original dataset D. A bootstrap sample is created by 

randomly sampling n examples from D with replacement  

 

II. Building Each DT with Random Feature Selection 

 

For each decision tree: 

 

• At each node of the tree, rather than considering all m features, a random subset of k features is chosen, 

where k<m. 

• The best feature among this subset is selected to split the node, based on some impurity measure. 

 

For each decision tree in the forest, the following optimization is performed at each split node to minimize 

impurity: 

 

For classification: 

 

• Let G be the Gini impurity of a node: 

 

𝐺 = ∑ 𝑝𝑖
𝐾
𝑖=1 (1 − 𝑝𝑖) = 1 − ∑ 𝑝𝑖

2𝐾
𝑖=1   …                                                                                   (17) 

 

where 𝑝𝑖   is the proportion of samples in the class 𝑖 at the node, and 𝐾 is the number of classes. 

 

For regression: 

 

• Let MSE be the Mean Squared Error of a node:  

 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦

ˉ
)
2

𝑛
𝑖=1    …                                                                                   (18) 

 

• where 𝑦𝑖 is the actual value of the target variable for the i-th sample, 𝑦
ˉ
 is the mean target value for all 

samples at that node, and 𝑛 is the number of samples in the node. 

 

The algorithm splits the node using the feature that minimizes the impurity after the split 

 

Once all 𝑇 trees are built, the Random Forest makes predictions by aggregating the outputs of these trees: 

 

• For classification: 

 

Each tree casts a “vote” for a class 𝐶𝑗. 

 

The final prediction is determined by majority voting: 

 

�̂� = argmax
𝑗

∑ 1𝑇
𝑡=1 {𝑦𝑡 = 𝐶𝑗}  …                                                                                   (19) 

 

where 1 is the indicator function that equals 1 if 𝑦𝑡 = 𝐶𝑗 (i.e., tree 𝑡 predicted class 𝐶𝑗) and 0 otherwise. 

 

• For regression: 

 

The final prediction is the average of the predictions from all trees:  

 

�̂� =
1

𝑇
∑ 𝑦𝑡
𝑇
𝑡=1     …                                                                                   (20) 

 

where 𝑦𝑡  is the predicted value from tree 𝑡 (Wu et al., 2023). 
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Somesha & Pais (2022) carried out research that applied the RF algorithm to phishing detection. The researchers 

aim to compare six different machine learning algorithms in the detection of phishing attacks. The research 

made use of a real-time input dataset to enhance accuracy in email anti-phishing solutions. The result from the 

experiment shows that the RF outperformed all other compared algorithms with the highest accuracy of 99.50%. 

Rajoju et al. (2024) carried out another research that applied the RF algorithm to the detection of phishing 

attacks. The research also applied other machine learning algorithms which include the Naive Bayes, Decision 

Trees, Logistic Regression, Random Forest, AdaBoost, and KNN. The result of the experiment shows that the 

RRF outperformed all other compared algorithms, by achieving the highest accuracy of accuracy rate of 96%. 

Jagadeesan et al. (2018) also researched the detection of phishing attacks in URLs using RF. The research used 

the metadata of the URL such as the number of slashes and keywords in the URL portion. They further used the 

Rf algorithm for the classification of URLs as legitimate or phishing attacks. Two different datasets were used 

for the research including a dataset that had 2500 instances with 31 different attributes and another with1353 

instances with 31 different attributes 

 

e. Support Vector Machine (SVM) Algorithm 

 

The SVM algorithm is a supervised ML algorithm used mostly for classification problems. The algorithm works 

by classifying datasets containing class labels and features (Saini, 2024). The mathematical representation of the 

SVM algorithm is shown below: 

 

I. Problem Setup and Hyperplane 

 

In an SVM, we assume we have a set of training data: 

 
(𝑥𝑖 , 𝑦𝑖)for 𝑖 = 1,2, … , 𝑁   …                                                                                                 (21) 

 

where: 

 

• 𝑥𝑖 ∈ 𝑅𝑛 = feature vector of the 𝑖i-th sample, 

• 𝑦𝑖 ∈ {−1,+1} = class label, either -1 or +1. 

 

The SVM’s goal is to find a hyperplane that maximally separates the two classes.  

 

The hyperplane in 𝑛-dimensional space can be defined as: 

 

𝑤 ⋅ 𝑥 + 𝑏 = 0     …                                                                                  (22) 

 

where: 

 

• 𝑤 = weight vector 

• 𝑏 = bias term. 

 

II. Decision Boundary and Margin 

 

The decision function is: 

 

𝑓(𝑥) = 𝑤 ⋅ 𝑥 + 𝑏    …                                                                                   (23) 

 

For classification, the sign of 𝑓(𝑥) determines the class of 𝑥: 

 

• If 𝑓(𝑥) > 0, then 𝑥 is classified as +1. 

• If 𝑓(𝑥) < 0, then 𝑥 is classified as -1. 

 

III. Optimization Objective 

 

To maximize margin, an SVM optimization problem can be formulated. For a correctly classified point, the 

constraint is: 
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𝑦𝑖(𝑤 ⋅ 𝑥𝑖 + 𝑏) ≥ 1for 𝑖 = 1,2, … , 𝑁 …                                                                                  (24) 

  

The margin width is 
2

∥𝑤∥
, so maximizing the margin is equivalent to minimizing ∥ 𝑤 ∥ . The optimization 

problem becomes: 

 

Primal Formulation (Hard Margin SVM) 

 

min
𝑤,𝑏

1

2
∥ 𝑤 ∥2   …                                                                                                 (25) 

 

subject to: 

 

𝑦𝑖(𝑤 ⋅ 𝑥𝑖 + 𝑏) ≥ 1, ∀𝑖  …                                                                                                 (26) 

 

Soft Margin SVM (for Non-Separable Data) 

 

The slack variables 𝜉𝑖 ≥ 0 can be introduced for each data point, to handle situations where data isn’t perfectly 

separable: 

 

𝑦𝑖(𝑤 ⋅ 𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖  …                                                                                                                (27) 

 

The objective function is modified to penalize misclassifications: 

 

min
𝑤,𝑏,𝜉

1

2
∥ 𝑤 ∥2+ 𝐶 ∑ 𝜉𝑖

𝑁
𝑖=1  …                                                                                                               (28) 

 

where 𝐶 is a regularization parameter that balances maximizing the margin and minimizing the classification 

error. 

 

IV. Dual Formulation (Lagrangian) 

 

The above primal problem can be reformulated into its dual form, which is useful for using kernel functions in 

SVM. The dual form is: 

 

max
𝛼

∑ 𝛼𝑖
𝑁
𝑖=1 −

1

2
∑ ∑ 𝛼𝑖

𝑁
𝑗=1

𝑁
𝑖=1 𝛼𝑗𝑦𝑖𝑦𝑗(𝑥𝑖 ⋅ 𝑥𝑗)  …                                                                     (29) 

 

subject to: 

 

0 ≤ 𝛼𝑖 ≤ 𝐶,∑ 𝛼𝑖
𝑁
𝑖=1 𝑦𝑖 = 0 …                                                                                                 (30) 

 

where 𝛼𝑖 = Lagrange multipliers. 

 

V. Decision Function 

 

Once 𝑤 and 𝑏 are determined, the decision function for classifying a new sample 𝑥 is: 

 

𝑓(𝑥) = sign(∑ 𝛼𝑖
𝑁
𝑖=1 𝑦𝑖(𝑥𝑖 ⋅ 𝑥) + 𝑏)  …                             (31) (Pirouz & Pirouz, 2023) 

 

Zouina & Outtaj (2018) carried out research on phishing detection in URLs with the use of the SVM algorithm. 

The dataset used by the researcher contains 2000 instances with 1000 phishing URLs and 1000 legitimate 

URLs. The result from the experiment shows that the SVM was able to achieve 95.80% accuracy. another 

research that applied the SVM to phishing detection was carried out by Elsheh & Swayeb, (2023). These 

researchers used a hybrid model of SVM Ant Colony Optimization (ACO) to detect phishing in web content. 

The dataset used by the researcher contains 12,000 instances. The result from their experiment shows that the 

proposed model achieved 97.54% accuracy. 
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f. Artificial Neural Network (ANN) Algorithm  

 

ANN algorithm is a deep learning algorithm that is structured from the human brain to stimulate human 

behavior. The ANN uses the neurons as its basic processing unit (Ferreira et al., 2018; Kalhor, 2020). Its 

neurons are linked together in different layers to make up the ANN. An ANN can be expressed mathematically 

as layers of neurons where each neuron computes 

 

𝑧 = 𝑤⊤𝑥 + 𝑏    …                                                                                 (32) 

 

where  

 

𝑤 = weight vector  

𝑥 = input, and  

𝑏 = bias 

 

followed by a non-linear activation  

 

𝑎 = 𝑓(𝑧)    …                                                                                                 (33) 

 

For a layer, the output is  

 

𝑎 = 𝑓(𝑊𝑥 + 𝑏)   …                                                                                                 (34) 

 

The network is trained by minimizing a loss function 𝐿 and updating parameters using backpropagation and 

gradient descent (Goodfellow et al., 2016). 

 

Table 2. Summary of machine learning algorithms for phishing attack detection 

 

Algorithm Dataset(s) 

Used 

Accuracy 

(%) 

Strengths Weaknesses 

Decision Trees PhishTank, UCI 

Phishing 

Dataset 

92.5 Simple to implement, 

interpretable, fast on small 

datasets 

Prone to overfitting, 

sensitive to noisy data 

Random Forest UCI Phishing 

Dataset, Kaggle 

95.2 Robust to overfitting, 

handles missing data well 

Computationally 

expensive with large 

datasets 

Support Vector 

Machines 

(SVM) 

Private Dataset, 

UCI Dataset 

88.7 Effective in high-

dimensional spaces, robust 

to overfitting 

Slow training with large 

datasets, memory-

intensive 

Naive Bayes UCI Phishing 

Dataset 

85.4 Fast, works well with small 

datasets 

Assumes feature 

independence, lower 

accuracy 

K-Nearest 

Neighbors 

(KNN) 

Custom 

Dataset, UCI 

Dataset 

87.3 Simple to understand, 

effective for small datasets 

Slow prediction time, 

sensitive to irrelevant 

features 

Neural 

Networks 

(ANN) 

Custom 

Phishing 

Dataset 

97 Excellent for complex 

patterns, high accuracy 

Requires large datasets, 

computationally 

expensive 

Gradient 

Boosting 

(XGBoost) 

UCI Dataset, 

PhishTank 

96.3 High performance, handles 

imbalanced datasets well 

Prone to overfitting if 

not tuned properly 

Logistic 

Regression 

UCI Phishing 

Dataset 

82.1 Easy to implement, 

interpretable coefficients 

Limited to linear 

relationships, lower 

accuracy 

Ensemble 

Methods 

UCI Dataset, 

Custom Dataset 

96.5 Combines strengths of 

multiple algorithms 

Computationally 

intensive, complex to 

tune 
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Ferreira et al. (2018) used this approach, the researchers aimed to detect phishing traits from websites. The 

result from their experiment shows that the ANN model achieved 87.61% accuracy when categorizing the 

phishing websites from a dataset of 1000 records from the Machine Learning and Intelligent Systems Learning 

Center at the University of California. The researchers further compared the ANN method with an evolving 

neural network that is based on reinforcement learning, the compared methods however, achieved an accuracy 

slightly lesser than the proposed ANN, with a difference of just 0.40%. The study thus suggested that the slight 

change in accuracy is a result of a change in the order of attributes. Thus, ANN performance can improve with 

the right order of attributes.  

 

Jasim & George (2023) also applied the ANN algorithm to the detection of phishing emails. The method used 

for the implementation of the research has four main phases which are feature extraction, processing, feature 

selection, and classification. The researcher used the k-means algorithm for the feature selection and applied the 

ANN for the classification. The result from the experiment shows that the ANN model was able to achieve an 

accuracy of 99.4%. Shoaib et al. (2023) also use the ANN algorithm for the detection of phishing URLs. The 

research aim is to show how different ML algorithms can perform in detecting phishing attacks. Algorithms 

such as NB, SVM, KNN, RF, and ANN were used in the research. The experimental result shows that the ANN 

model performs the best by achieving the highest accuracy of  84.84%. 

 

5 Comparative Analysis of Machine Learning in Phishing Attack Detection 
 

To choose the best ML algorithm for phishing detection, many factors need to be considered. Different factors 

can affect the performance of the models positively or negatively. Such factors can include the, accuracy, 

complexity and size of the data, processing speed, and many more. Fig. 2 highlights the accuracy comparison of 

classification algorithms, while Table 3 presents a detailed evaluation of machine learning methods, showcasing 

their strengths and weaknesses in phishing detection tasks for effective model selection. 

 

Table 3. Comparative analysis of ML methods 

 

Method  Advantages  Disadvantages  

Decision  

Tree  

Algorithm  

Simplicity in explaining and interpreting 

the feature relationships (Ashar & 

Maryam, 2023).  

DT produces easy-to-understand IF-

THEN statements (Ashar & Maryam, 

2023). 

Implementation is easy compared to 

others (Deepak & Nikhil, 2024).  

DT takes less time for classification than 

others (Somesha et al., 2020) 

DT does not support online learning, so the tree 

must be rebuilt with new data, which is time-

consuming (Alnemari & Alshammari, 2023).  

DT has lower classification results than other ML 

methods (Vaitkevicius & Marcinkevicius, 2020).  

DT becomes more complex as features increase in 

number (Yang et al., 2018).  

DT cannot deal with missing values (Pérez et al., 

2023).  

k-means 

clustering  

Ability to minimize clustering error in 

feature space (Li et al., 2021). 

 

Easy to identify phishing patterns by 

clustering similar URLs (Wang & Zhou, 

2020) 

Results depend on initial random assignments, 

which can lead to poor performance if the 

initialization is not done correctly (Alnemari & 

Alshammari, 2023). 

Unable to classify uncertain and missing values 

(Pattanaik et al., 2020) 

Requires high computational resources and 

memory to achieve good accuracy (Pattanaik et 

al., 2020) 

Naïve  

Bayes  

Algorithm  

Simple to converge and straightforward 

(Verma et al., 2021). 

During the classification process, NB 

used a small amount of data to estimate 

important features (Verma et al., 2021). 

Less classification time (Sahoo et al., 

2020).  

Ability to handle missing values by 

Cannot learn feature relationships, leading to 

lower accuracy compared to another algorithm 

(Zhao et al., 2022). 

Needs a large dataset for better accuracy (Zhao et 

al., 2022).  

Requires a lot of storage space for all training 

samples (Verma et al., 2021). 

Doesn’t show variable relationships properly 
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Method  Advantages  Disadvantages  

estimating probabilities for them (Sahoo 

et al., 2020). 

(Verma et al., 2021). 

Random  

Forest  

Algorithm  

Works efficiently on large amounts of 

datasets with lots of features (Chiew et 

al., 2019).  

Provides high accuracy, even on complex 

problems (Chiew et al., 2019).  

Avoids overfitting by using many trees 

(Kapan & Gunal, 2023).  

Easy to interpret results (Kapan & Gunal, 

2023) 

Large number of trees can slow down real-time 

predictions (Alnemari & Alshammari, 2023).  

Only predicts; and does not explain data 

relationships, making it hard to interpret 

(Alnemari & Alshammari, 2023).  

Sensitive to parameter changes (Kapan & Gunal, 

2023).  

Results may vary due to random factors (Kapan & 

Gunal, 2023). 

Support  

Vector  

Machine  

Algorithm  

High classification accuracy (Dong et al., 

2020).  

works well on high-dimensional data 

(Dong et al., 2020).  

Efficient with memory and converges 

quickly (Kumari et al., 2021).  

Robust in maximizing margin for 

prediction (Kumari et al., 2021). 

Requires specific kernel settings, making it time-

consuming (Alnemari & Alshammari, 2023).  

Difficult to interpret results (Alnemari & 

Alshammari, 2023).  

Hard to handle numerical variables (Kumari et al., 

2021).  

 

Limited to binary classification (Kumari et al., 

2021). 

ANN ANN can allow for specifying attributes 

and the type of learning used in the model 

(Ferreira et al., 2018).  

ANN is fault-tolerant and can be used on 

noisy or incomplete data (Thike et al., 

2020).  

ANN can create accurate models using 

experimental data (Jasim & George 

2023). 

ANN has distributed memory, which 

allows it to work well in parallel 

processing (Yang et al., 2018)  

The classification results can be affected by the 

data attribute order (Mridha et al., 2021).  

ANNs always have a slow learning rate when 

using a low learning rate, and a high learning rate 

can lead to instability (Yang et al., 2018).  

It is difficult to set up the problem for ANN 

(Hassan & Fakharudin, 2023).  

The result produced by ANN isn't easy to 

understand because ANN does not reveal the 

model structure (Salloum et al., 2021).  

 

 
 

Fig. 2. Comparison of classification algorithm's accuracy 
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6 Discussion of the Result  
 
The results from this research show the strengths and limitations of the different machine learning algorithms 

used to detect phishing attacks. DT algorithms (ID3 and C4.5), show simplicity and effectiveness, the C4.5 

displayed its ability to handle large and noisy datasets. K-Means clustering when used by Al-Sabbagh et al. 

(2024) achieves a high accuracy of 89.2% on small datasets. NB proves efficient in text and email phishing 

classification, achieving over 80% accuracy in studies like Singh (2019). RF proves to be most effective by 

achieving up to 99.5% accuracy when used by Somesha & Pais (2022). SVM also performs well, with hybrid 

models reaching 97.54% accuracy when used by Elsheh & Swayeb (2023). Lastly, ANN shows potential, 

achieving 87.61% accuracy (Ferreira et al., 2018), with improvements dependent on feature selection. These 

findings underscore the importance of algorithm selection based on data characteristics and use cases (Sankhyan 

et al., 2018; Wang et al., 2019). 

 

7 Conclusion 
 
Phishing detection is a complex challenge because of the way attackers explore human vulnerabilities and not 

the system error. Phishing detection is classified as a classification problem, and machine learning offers a 

powerful solution. It can build a predictive model that can detect phishing attempts with increased accuracy and 

precision. This research discussed the four features that can be considered in the detection of phishing attacks, 

which included URL-based, domain-based, page-based, and content-based features. This paper also looked into 

the major used ML algorithms in phishing detection. These algorithms include DT, RF, SVM, NB, and ANN. 

An in-depth comparative analysis of these ML algorithms was done including the feature optimization and 

mathematics representations, examining their strength and weaknesses and the overall performance of each 

model in phishing detection. For instance, SVM was able to achieve 97.54% accuracy in phishing link detection, 

this is due to its high classification accuracy when used on high-dimensional data when used by. However, its 

difficulty in handling numerical variables and interpreting results is due to its requirement for specific kernel 

settings, making it time-consuming. The DT implementation is easy and it requires less time for classification as 

compared to the other algorithms, but has a challenge with low classification results and becomes more complex 

as features increase in number. The k means clustering can easily identify phishing patterns by clustering similar 

URLs, but requires high computational resources and memory to achieve good accuracy. NB can use a small 

amount of data to estimate important features, has less classification time, and can handle missing values by 

estimating probabilities for them, but cannot learn feature relationships, leading to lower accuracy compared to 

another algorithm. RF can efficiently work on large amounts of datasets with lots of features and can give high 

accuracy, even on complex problems, but its large number of trees can slow down real-time predictions. ANN is 

fault-tolerant and can be used on noisy or incomplete data and create accurate models using experimental data, 

but its classification results can be affected by the data attribute order.  

 
Our findings show that it is difficult to determine the best algorithm for phishing detection since each method 

has its unique advantages and disadvantages as shown in Table 3. Selecting an algorithm depends on the 

problem and selected features because there is no single algorithm that performs best on every problem and can 

be applied to different problem domains. Future research can be done on the investigation of the application of 

hybrid models and ensemble models on phishing detection to enhance accuracy. Ultimately, the findings 

contribute to the ongoing effort to fortify cybersecurity by enhancing the reliability and robustness of phishing 

detection systems. 
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